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Motivation
Superconducting qubits should be isolated from environment 

But they look a lot like particle detectors

11 Tanay Roy - Fermilab11

The Device

CPW transmission 
line

Transmons

(/4 resonators

Substrate: HEMEX Sapphire

Wafer Dia Thickness

4 inch 650 um

3 inch 550 um

2 inch 432 um

Nb layer: 160 -200 nm
Au layer: <= 10 nm
Chip: 7.5 mm x 7.5 mm
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Energy deposit in the chip —> charges/phonons —> break Cooper pairs in sensor/qubit
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• Effects of Radioactivity in Superconducting Qubits; 

• Sources of Radioactivity;  

• Mitigation strategies; 

• Perspectives;
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Figure 1. Schematic of the experiment. a) Illustration of the sample holder and the 64Cu radiation source. The source is
mounted 3.3 mm above the silicon chip containing the superconducting aluminum transmon qubits. b) False-color micrograph
and circuit schematic of the qubit sample. The sample consists of two transmon qubits, Q1 (blue, left) and Q2 (orange, right).
The resonators used to readout the qubits are shown with red and cyan. The resonators are inductively coupled to a common
microwave transmission line, through which both qubit control and readout pulses are sent. The control pulses and the
measurement pulses are generated using microwave sources and arbitrary waveform generators at room temperature (not
shown, see Extended Data Fig. 1a). c) Diagram of the possible quasiparticle generation processes. Incoming ionizing radiation
(from b±, g , and cosmic rays) interact with the Al qubit and Si substrate, creating electron-hole pairs due to the ionization of
atoms and phonons (see text). The subsequent energy cascade of these particles ultimately breaks Cooper pairs and thereby
generates quasiparticles.

of a quantum computation. However, interactions with the
environment introduce decoherence channels, which for the
case of energy decay, result in a loss of qubit polarization over
time,

p(t) = e�G1t , (1)

where p(t) is the excited-state probability and G1 ⌘ 1/T1 is the
energy relaxation rate corresponding to the relaxation time T1,
which limits the qubit coherence time. For such processes, the
total energy relaxation rate is a combination of all individual
rates affecting the qubit,

G1 = Gqp +Gother, (2)

where Gqp is the energy relaxation rate due to the quasipar-
ticles and Gother contains all other loss channels, such as ra-
diation losses, dielectric losses, and the effect of two-level
fluctuators in the materials25. In the transmon, the quasipar-
ticle energy-relaxation rate Gqp depends on the normalized
quasiparticle density xqp = nqp/ncp and the frequency of the
qubit wq, such that26

Gqp =

r
2wqD
p2} xqp. (3)

The Cooper pair density (ncp) and the superconducting gap
(D) are material-dependent parameters, and for thin-film alu-
minum they are ncp ⇡ 4⇥106 µm�3 and D ⇡ 180µeV. This

relation allows us to use the energy-relaxation time of a trans-
mon as a sensor for quasiparticle density in the superconductor
as well as to estimate the maximum energy-relaxation time of
a transmon given a certain quasiparticle density. The thermal
equilibrium contribution to xqp is vanishingly small at the
effective temperature of the sample, Teff ⇡ 40mK, compared
with the other generation mechanisms we shall consider here.

Currently, there exists no quantitative microscopic model
directly connecting interactions of ionizing radiation (e.g.,
betas, gammas, x-rays, etc.) to quasiparticle populations in
superconductors. However, a phenomonological picture de-
scribing the processes involved in this connection is shown
in Fig. 1c. The energy of ionizing radiation absorbed in the
aluminum metal and silicon substrate is initially converted
into ionization electron-hole pairs. We purposefully distin-
guish these high-energy excitations due to the ionization of
atoms – which occur in both aluminum and silicon – from the
lower-energy quasiparticle excitations resulting from broken
Cooper-pairs in aluminum. Thereafter, a non-equilibirum re-
laxation cascade involving secondary ionization carrier and
phonon production serves to transfer the absorbed radiation
power to and within the aluminum qubit, where it breaks
Cooper pairs and generates quasiparticles27, 28.

To estimate the effect of the radiation intensity measured
in the laboratory, we employ a radiation transport simulation
(see Methods for details) to calculate the total quasiparticle-
generating power density Ptot close to the qubit due to ra-

2/24

• Faced a qubit to a fast-decaying source 
• Lifetime of qubit increases when source decays

Vepsäläinen et al, Nature 2020

Conclusion: 
The quasiparticle background induced by radioactivity is xQP ~ 7x10-9 

Radioactivity will limit the performance of qubits with lifetime > 1 millisec  

Note: qubit of this study had T1~ 30-40 μs of but today 0.5 millesec proved 

Radioactivity impacts Coherence

L. Cardani - INFN Low Radioactivity Techniques 2024

https://www.nature.com/articles/s41586-020-2619-8
https://www.nature.com/articles/s41534-024-00840-x


Radioactivity produces “pulses” and not an “average” QP pollution. 

During the “pulse”, the level of QP can reach 10-4 (well above the10-9)

6

L. Cardani et al, Nature Comm. 2021

Is it so simple?

L. Cardani - INFN Low Radioactivity Techniques 2024
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FIG. 1. (a) Optical micrograph of the multiqubit chip. Four
charge-sensitive transmon qubits (magenta) are coupled to
local readout resonators (cyan) and charge gate lines (orange).
The readout resonators are coupled to a common feed line
(purple). The chip incorporates two local flux bias lines that
were not used in these experiments. (b) Closeup view of a
single qubit. (c) Circuit diagram of the chip. Color coding
matches the false coloring in parts (a) and (b). (d) Simulation
of the charge induced on the qubit island from a unit point
charge at various locations in the substrate.

In a first series of experiments, we perform simultane-
ous Ramsey tomography on the four qubits to generate
time series of fluctuating o↵set charge. In Fig. 2a we show
representative qubit spectroscopy and in Fig. 2b we show
the experimental pulse sequence for the charge measure-
ments [7]. The Ramsey X/2� Idle�X/2 sequence maps
precession frequency to occupation of the qubit |1i state
irrespective of the quasiparticle parity of the qubit island.
We perform a series of such experiments for di↵erent ap-
plied gate voltage, as shown in Fig. 2c; the phase of the
resulting curve reveals the o↵set charge on the qubit is-
land. Note that this approach only allows measurement
of o↵set charge modulo the fundamental charge e; large
discrete jumps in o↵set charge will be aliased to the in-
terval from -0.5e to +0.5e.

In Fig. 2d, we show a typical time series of o↵set
charge measured on the four qubits simultaneously. The
Ramsey-based charge measurement involves 3000 projec-
tions of the qubits across 10 applied gate charges, with a
total cycle time of 44 seconds. Focusing on large discrete
changes in o↵set charge in the range 0.1e < |ng|  0.5e,
we find a rate of charge jumps 1.35± 0.04 mHz averaged
over the four qubits. The right panel shows the detailed
structure of the charge traces for nearest-neighbor pairs
measured at shorter timescales. We observe numerous
simultaneous discrete jumps in the o↵set charge of neigh-
boring qubits. In Fig. 2c-e we show joint histograms of
charge jumps measured in various qubit pairs. For all
qubits, there is a Gaussian peak at the center of the dis-
tribution due to experimental uncertainty in the recon-
structed o↵set charge. For the pairs separated by 340 and

640 µm, however, we find many simultaneous discrete
changes in o↵set charge. Again focusing on large charge
jumps in the range 0.1 e < |ng|  0.5 e and correcting
for random coincidence, we find a correlation probability
of 54 ± 4% for the qubit pair separated by 340 µm and
a correlation probability of 46 ± 4% for the qubit pair
separated by 640 µm (see Supplement). For qubits on
opposite sides of the chip with separation of order 3 mm,
the rate of simultaneous charge jumps is consistent with
random coincidence.

As mentioned above, the characteristic length
p
riro

sets the scale over which charge is sensed in the bulk sub-
strate. The high degree of correlation in charge fluctua-
tions sensed by qubits with 640 µm separation indicates
charging events with a large spatial footprint. There are
two obvious candidates for such events: absorption of
cosmic ray muons in the qubit substrate and absorption
of � rays from background radioactivity in the labora-
tory. These events deposit energy of order 100 keV in the
qubit substrate, roughly ten orders of magnitude greater
than the ⇠10 µV energy scale of the qubit states. In
both cases, the absorption event liberates charge in the
substrate; a significant fraction of the free charge dif-
fuses over hundreds of microns, leading to a large spatial
footprint for the charging event that can be sensed by
multiple qubits.
We perform detailed numerical modeling of charge

bursts induced by the absorption of cosmic rays and back-
ground radioactivity. We use the GEANT4 toolkit [8–
10] to calculate the energy deposited in the silicon sub-
strate. A simplified model of the cryostat (including vac-
uum can, radiation shields, stage plates, etc.) is used
to calculate the flux of muons and gamma rays at the
chip. The angular and energy distribution of simulated
muons reproduces measurements of cosmic ray muons at
sea level [11], and the photons from background radioac-
tivity are generated isotropically according to the energy
distribution measured at Laboratori Nazionali del Gran
Sasso (LNGS)[12], which matches the distribution mea-
sured in the lab at Madison (see Supplement).
Each energy deposit liberates one electron-hole pair

per 3.75 eV of energy transferred to the substrate [13].
The subsequent di↵usion of charge is modeled using
G4CMP [14, 15]. This charge transport simulation takes
into account anisotropy in the electron band structure,
which leads to a separation of the positive and negative
charge liberated by the burst event, as demonstrated in
Ref. [16]. The di↵usion length �trap is taken to be energy-
and species-independent; �trap and the charge produc-
tion e�ciency fq are tuned to match the experimentally
measured charge histograms (see Supplement for details).
We find for �trap = 300 µm and fq = 0.2 that the simu-
lated single- and two-qubit charge histograms are in good
qualitative agreement with the measured histograms and
provide a reasonable quantitative match with the cor-
relation probabilities and charge asymmetries extracted
from the data.
The charge sensitivity of our devices allows us to moni-
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FIG. 2. Characterization of correlated charge fluctuations. (a) Qubit spectroscopy versus applied o↵set charge showing
the two quasiparticle parity bands; a discrete jump in o↵set charge can be seen in the rightmost column of data. (b) Ramsey
sequence used to detect o↵set charge ng ⌘ �q/2e, and trajectory of the qubit state vector for the two values of quasiparticle
parity. (c) Two sequential scans of Ramsey amplitude versus o↵set charge; points are data and solid traces are theoretical fits.
In the first scan (orange points), the o↵set charge was constant throughout the acquisition, while in the second scan (green
points) a discrete jump in o↵set charge occurred during the scan. (d) Time series of o↵set charge on the four qubits measured
simultaneously over 10 hours. Trace colors identify the locations of the four qubits, as shown in the figure inset. Panels to the
right show detailed views of correlated o↵set charge jumps in qubit pairs. (e) Joint charge histograms measured on three qubit
pairs; coloring of axes encodes the qubit location, and center-to-center separation is shown above the plots.

liberated by the burst event, as demonstrated in ref. 17.
The characteristic trapping length �trap is taken to be
energy- and species-independent; �trap and the charge
production e�ciency fq are tuned to match the exper-

imentally measured charge histograms (see Supplement
for details). We find for �trap = 300 µm and fq = 0.2 that
the simulated single- and two-qubit charge histograms
are in good qualitative agreement with the measured

Wilen et al., Nature 594, 369-373 (2021) 
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* I changed unit compared to the original paper for 
consistency in the talk

PRESENTED AT LRT-2022 
South Dakota, US

Radioactivity produced Correlated Errors

L. Cardani - INFN Low Radioactivity Techniques 2024

• Measurement of an array with 4 qubits performed by the groups of R. McDermott  

• Charge jumps for single qubit: 1 / (75 sec)* 

• Simultaneous jumps in 2-qubits: 

• 54% correlation prob. for ΔL = 340 μm 

• 46% correlation prob. for ΔL = 640 μm 

• For ΔL = 3 mm random coincidences  

• Consistent with rate of impacts from μ and γ’s

https://www.nature.com/articles/s41586-021-03557-5
https://indico.sanfordlab.org/event/29/contributions/504/attachments/323/806/Radioactivity_superconducting_qubits_LRT_2022.pdf
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initial impact, the spread of errors through the qubit grid and the 
eventual recovery to equilibrium. Therefore, a large array of qubits 
operated at rapid cycle times is required to illuminate the individual 
events and diagnose their impact on practical error correction.

Here, we directly measure the occurrence of high-energy events 
in a large-scale working device in the form of a Google Sycamore 
processor and provide insights into the microscopic dynamics of 
these events. We show that high-energy events produce discrete 
bursts of errors that affect an entire qubit patch on the processor, 
effectively lasting for thousands of error correction cycles. Using 
fine time-resolved measurements, we show that events are initially 
localized but spread over the chip, providing strong evidence for a 
high-energy impact. Finally, we introduce a method to monitor the 
energy coherence time T1 during an event and find it to be severely 
suppressed across all qubits, a clear signature of quasiparticle poi-
soning throughout the chip.

Results
Rapid repetitive correlated sampling. To measure these events 
in detail, one must rapidly identify correlated errors in large qubit 
arrays. We use a subset of a Google Sycamore processor16, as indi-
cated in Fig. 1b. The qubit chip consists of an array of flux-tunable 
superconducting transmon qubits17,18 with tunable couplers19–21. 
Qubit operating frequencies are chosen algorithmically22 between 
6 and 7 GHz, with resulting T1 values around 15 μs. Each qubit fea-
tures a readout resonator to allow dispersive readout. We turn off the 
coupling between neighbouring pairs of qubits. We operated only a 
subset of the device, choosing NQ = 26 qubits which could be oper-
ated in parallel with high fidelity. Each qubit lies around 1 mm from 

its nearest neighbours on a qubit chip measuring 10 mm × 10 mm,  
which is attached to a larger carrier chip measuring 20 mm × 24 mm  
using indium bump bonds23.

We introduce a method that rapidly and simultaneously mea-
sures qubit states to identify correlated errors, which we call rapid 
repetitive correlated sampling (RReCS). As indicated in Fig. 1c, all 
qubits are prepared in |1⟩, allowed to idle for a short sampling time 
(1 μs) and then measured simultaneously. This cycle is repeated at 
rapid regular intervals (100 μs) for extended periods of time, with 
any measurements where the qubit state has decayed to |0⟩ being 
recorded as an error. Finite T1 and readout fidelities will produce 
errors that are independent between qubits, resulting in a low back-
ground error rate. With this technique, the quantum processor 
becomes a time-resolved detector for events that affect large num-
bers of qubits.

A time slice from an RReCS experiment is shown in Fig. 1d. It 
features a distinct peak where the total number of errors jumps from 
a baseline of ~4 simultaneous errors up to ~24 errors. This event has 
effectively saturated the qubit patch, with all qubits experiencing a 
high probability of reporting an error, indicating total failure of the 
coherence on the chip. The peak features an exponential decay back 
to the baseline error rate with a time constant around 25 ms, which 
is much larger than the typical QEC round time of 1 μs24,25. The 
presence of such a long time period of elevated error rates would be 
unacceptable for any attempt at logical state preservation using QEC.

One signature of quasiparticle poisoning is an asymmetry 
between decay and excitation errors. Quasiparticles rapidly scat-
ter and cool to energies near the superconducting gap Δ, where 
they become unable to excite the qubit state from |0⟩ → |1⟩, which 
requires energy Δ + E01, where E01 is the energy difference between 
|0⟩ and |1⟩. However, quasiparticles maintain the ability to absorb 
the qubit energy and cause a decay error |1⟩ → |0⟩. This asymmetry 
is distinct from photon-assisted tunnelling, which produces nearly 
symmetric errors26. As a test, we run the RReCS experiments for 
excitation errors, initializing |0⟩ and recording excitation to |1⟩ as 
an error. We do not find any correlated error peaks, indicating that 
events are produced by a highly asymmetric decay error mechanism, 
which is compatible with quasiparticle poisoning across the chip. 
Further detail on these experiments is included in Supplementary 
Section II.

Timing of events and independent background error. To under-
stand the arrival rate and uniformity of impact events, we now 
deploy RReCS experiments for long time periods to gather large 
numbers of events. We acquire 100 back-to-back datasets of 60 s 
each, and apply a matched filter to isolate events over the back-
ground independent error rate. Details on this filtering are included 
in Supplementary Section III. Four sequential datasets are shown 
in Fig. 2, selected to include one dataset without any events pres-
ent. In Fig. 2a, the raw time-series data illustrate the background 
error rate, but the filtered data display low noise and clearly identify 
events even at scales lower than the background noise level. Figure 
2b shows corresponding histograms over the number of simultane-
ous errors, where the black lines indicate the expected background 
distribution of independent errors.

We include a simple independent error model, where we assume 
perfect initialization, followed by population decay with an inde-
pendently measured T1 time over the 1 μs sampling time, and 
finally account for separately measured finite readout fidelities. 
In the absence of events, we note a strong correspondence of the 
background error distribution to this simple model, as illustrated 
in Fig. 2b(II). In the presence of events, we note a distinct excess of 
high numbers of simultaneous errors, well above what is reasonable 
for uncorrelated error sources. This indicates that the baseline per-
formance of the experiment is well understood and that the peaks 
represent anomalous correlated error events.
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Fig. 1 | Rapid repetitive correlated sampling. a, High-energy radiation 
impinging on the device induces pair-breaking phonons which spread 
through the substrate. In superconducting structures, these phonons create 
quasiparticles, which cause qubit energy decay as they tunnel across the 
Josephson junction. b, We use a 26-qubit subset (dark green) of a Google 
Sycamore processor. The qubit chip is attached to a larger carrier chip 
using indium bump bonds. c, The RReCS experiment consists of repeated 
cycles of preparation, idling and measurement. The idling time of 1 μs 
sets the sensitivity to decay errors. The interval between the start of each 
cycle is 100 μs. d, A time slice of a 30-seconds-long dataset, showing a 
correlated error event. The number of simultaneous qubit decay errors 
jumps from baseline ~4 up to ~24, effectively saturating the chip. The 
number of errors returns to baseline with an exponential time constant 
of ~25 ms. We do not find any correlated error events when preparing the 
qubits in |0⟩.
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Using our matched filter, we extract 415 events from these data-
sets, which we then fit individually to extract a peak height and 
exponential decay timescale. Details on this analysis and the dis-
tributions of extracted parameters are included in Supplementary 
Section III. We find that the decay timescale is tightly grouped in 
the 25–30 ms range, and that peak heights range from the minimum 
identifiable by our analysis up to the full number of qubits used. 
We also extracted 326 time periods between events occurring in the 
same dataset and find a strong correspondence to an exponential 
distribution with an average event rate λ = 1/(10 s). This indicates 
that the occurrence of events is independent over time, occurring on 
average every 10 s without significant bunching or anti-bunching. 
This timescale is long compared with the typical qubit coherence 
times and will therefore have a limited influence on typical qubit 
T1 measurements4. However, this timescale is quite short compared 
with the run time of error-corrected algorithms, which is projected 
to be several hours27, so any attempt to preserve a logical state for 
computation is very likely to be affected by such an event.

Impact localization and evolution. We now turn to experiments 
with higher time resolutions in order to observe the evolution of 
individual events as they progress. Our use of a recently devel-
oped reset protocol24 was key in allowing us to achieve 3 μs inter-
vals between measurements and thereby acquire resolution inside 
the rising edge of the event. In Fig. 3a, we show the raw time trace 
focusing on the start of an event, with Fig. 3b showing the longer tail 

of the event. We find three distinct timescales: an immediate jump 
in error from baseline at ~4 errors to ~10 errors in only ~10 μs,  
a slower saturation up to a maximum of ~15 over the following  
~1 ms, and a typical ~25 ms exponential decay back towards base-
line. Figure 3c presents heatmaps of the errors over the device aver-
aged over a 300 μs window, showing (1) the baseline performance 
starting 400 μs prior to the impact, displaying homogeneous, low 
error rates, (2) the immediate jump to elevated error rates, display-
ing a localized hot spot with radius of ~2 mm where the highest 
error rates are concentrated, (3) the end of the saturation regime at 
1.5 ms following the impact, where the hot spot has grown in size 
and all of the qubit patch sees noticeably elevated error rates, and 
(4) the performance 10 ms after the event during the exponential 
tail. The initial impact site is still visible but less distinct from the 
surrounding area. Error rates throughout the chip are still notice-
ably elevated above baseline levels. Two further events at this level 
of time resolution are included in Supplementary Section IV for 
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Fig. 3 | Localization and spread of error. a,b, Time slices of the same 
event taken from a dataset with a sampling time of 1 μs and an interval of 
3 μs between data points. The number of errors jumps up from a baseline 
of ~4 to ~10 errors in around 10 μs, then rises to ~15 errors in around 1 ms,  
before returning to the baseline following an exponential decay with a 
time constant of ~25 ms. c, Heatmaps of the qubit patch, showing the 
error rate in per cent averaged over 300 μs slices located (1) before the 
event, (2) at the initial impact, (3) after the rise to the peak value and  
(4) during the recovery of equilibrium. High error rates are initially 
localized to a small number of qubits but spread through the device over 
the course of the event.
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Validation

L. Cardani - INFN Low Radioactivity Techniques 2024

Google group performed a similar measurement on a “real” quantum processor (sycamore) 

Developed a protocol for qubits operation that allowed to monitor errors “online”

Confirmed importance of mitigation of radioactive impacts

https://www.nature.com/articles/s41567-021-01432-8
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Also…

L. Cardani - INFN Low Radioactivity Techniques 2024

Two Level System (TLS): dominant loss mechanism in qubits (more dangerous than 
radioactivity) 

Destabilises qubits on a ~hour timescale 

Radioactivity causes TLS “scrambling” —> radiation makes multiple TLSs jump in frequency 
and couple (or decouple) to qubit, increasing/decreasing its half-life

Thorback et al, 2023

TWO-LEVEL-SYSTEM DYNAMICS... PRX QUANTUM 4, 020356 (2023)
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FIG. 6. TLS scrambling due to radiation. (a)–(c) Each column shows a TLS-scrambling event from a different run of the experiment:
(a) run 18, qubit 0; (b) run 17, qubit 6; (c) run 21, qubit 15. The time axis is shared across all panels in a column. The values in the top
and middle rows are averaged within 200 time bins to compute probabilities. The top panels show outcomes of Ramsey-jump detection
(MR). The middle panels show the evolution of the TLS spectra over time. The frequency scale is nonlinear because of the quadratic
dependence on the Stark tone amplitude. The color scale represents P(MS = 1) at the end of the 50-µs Stark tone; dark horizontal
lines correspond to excess loss when the qubit is resonant with a TLS. The bottom panels show Pearson’s r for the TLS spectroscopy
as defined in the main text. Dips correspond to sudden pronounced changes in spectral features in the middle panel. Dips crossing
the threshold r = 0.4 (black dashed line) simultaneous with a multiqubit jump are declared TLS-scrambling events. Because we have
previously established that multiqubit jumps are caused by the impact of radiation, we argue that the simultaneous TLS scrambling is
also caused by the impact of radiation.

of charges generated by the impact or mediated by the
diffusion of phonons and photons away from the initial
impact site. There could be a higher energy threshold for
the impact to scramble TLSs beyond the energy required
to cause a multiqubit jump. Alternatively, TLS scrambling
might be associated with only certain types of radiation.

V. DISCUSSION

What can we say about the interaction mechanism
underlying TLS scrambling? Although the physical ori-
gin of TLSs remains the subject of much debate [2], TLSs
are known to couple to the local electric field via a dipole
moment. Given their simultaneity, it is natural to sup-
pose that the TLS scrambling and offset-charge jumps are
both responses to the same redistribution of charge. As
shown in the insets of Fig. 1, some of the electrons and
holes generated during the impact escape recombination
and diffuse until becoming trapped at defects. This charge
redistribution will change the electric field at the TLS,
thus changing its frequency. The dipole moment of the
TLS (approximately 1 eÅ [2]) is much smaller than the
transmon dipole moment (approximately 100 e µm [51]),

potentially explaining why qubits over a large area par-
ticipate in a jump but the TLS scrambling is localized to
the TLSs in the vicinity of at most one qubit. Because
this picture predicts that some TLSs will scramble more
than others, with TLSs at the metal-substrate or substrate-
air interfaces more sensitive to charge rearrangements in
the substrate than TLSs in the junction or at the metal-
air interface, further insight could be gained by monitoring
scrambling in a setup able to locate individual TLSs within
a device [52].

Other mechanisms could also be at play. The scram-
bling could be mediated by the TLS elastic dipole coupling
to local strains. Heat generated by an impact could cause
brief expansion and thus local strain, shifting the TLS
[53], akin to thermal cycling of the cryostat. Recently,
stress-induced microfractures have been suggested as an
alternative source of phonon and QP bursts [54] but in our
architecture the electrical fields from microfractures due
to the stress at the bump bonds or niobium-silicon inter-
face are screened by the ground plane and thus unlikely to
cause the offset-charge jumps. Repeating these measure-
ments in different processors could reveal whether these
dynamics depend on the materials and architecture, as in
the case of the response to transient QPs. It would also

020356-7

https://journals.aps.org/prxquantum/abstract/10.1103/PRXQuantum.4.020356
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Origin of Radioactivity in Qubits 

Low Radioactivity Techniques 2024

Stycast glue
Cryogenic Grease

https://link.springer.com/article/10.1140/epjc/s10052-023-11199-2


Source “Standard” LNGS + Shield

Lab γ rays 1 / (50 sec) 1 / (1000 sec)

Muons 1 / (100 sec) 0

Materials 1 / (200 sec) 1 / (200 sec)

Neutrons 1 / (2 hours) 0

12

* I changed unit compared to the paper 

for consistency in the presentation

L. Cardani - INFN Low Radioactivity Techniques 2024

Origin of Radioactivity in Qubits (2)

Almost entirely  
dominated by the PCB

• More recent works of radio-assay and simulations-Canfranc, PNLL and NIST 

• No surprises :)

https://www.pnnl.gov/main/publications/external/technical_reports/PNNL-31996.pdf
https://arxiv.org/abs/2404.10866


• Cosmic rays account for 19% of the events  

• Correlated errors: 1 /(12.3 sec) 

• With minimal lead shield: 1/ (16.7 sec) 

• Evacuation time of 20-40 μs, 2 orders of magnitude faster w.r.t. Google (Tantalum?)

P. M. Harrington et al
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6

characterized their recovery dynamics. We analyzed
each qubit individually by binning the single-shot
measurement results in time. The decay probability
within each time bin is

p =
ndecay

nprep
, (4)

where nprep is the number of preparations and ndecay

is the number of decays within the bin. The decay
probability relates to a decay rate as

p = 1�Ae���t, (5)

where � is the decay rate, �t = 3µs is the e↵ective delay
time between qubit state preparation and measurement,
and A is a constant related to preparation and
measurement fidelity. We used 1,880 pre-trigger
measurement cycles (⇡ 29ms prior to the event onset)
to evaluate, ppre, a baseline probability of relaxation
(Eq. 4). We also evaluated the decay probability
using shorter duration time bins (40 cycles ⇡ 0.7ms)
to capture the dynamics of decay-rate fluctuations and
recovery. Figure 5a displays the decay probability of
Q2 during an example event. We show the pre-trigger
baseline probability ppre (gray) and the 40-cycle bins,
labeled pt, both before and after the event onset. We
calculated (Eq. 5) the decay-rate change ��t relative to
the pre-trigger baseline, as shown in Figure 5b for for the
pre- and post-trigger time bins.

Temporal correlations within an event were
summarized in terms of a time constant ⌧i (of each qubit
i) for the decay rate recovery to baseline. Each qubit
exhibits a recovery time constant that is consistent from
event to event. The average recovery dynamics for each
qubit (Fig. 5c) clearly have two distinct timescales among
the qubits: five qubits have a slow (⌧ ⇡ 6ms) recovery
while the other five qubits have a fast (⌧ ⇡ 0.7ms)
recovery. The recovery timescales are directly related
to the orientation of the Josephson junction electrodes
relative to the aluminum ground plane of the qubit
array (Section A1b). The origin of these di↵erences is
likely due to the influence of the superconducting gap
structure near the Josephson junction on quasiparticle
dynamics, though thorough elucidation will be the focus
of future work (Section A1 c).

We characterized the scale of spatial correlations in
terms of the number of qubits participating in each event.
Here, we analyzed the latter 147.1 hours of data for which
all 10 qubits were measured (Section A3). We defined
a qubit to participate in an event if its initial decay-
rate change (example indicated in Figure 5b) exceeded
a threshold ��init � 1/(5µs), which was chosen to
limit false-positive assignment. The likelihood that a
given qubit participated in any given event ranges from
47%� 67% (and is not directly related to Josephson
junction placement). Figure 5d shows the distribution
of the number of qubits participating in each event

c
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FIG. 5. Severity of spatiotemporally correlated
relaxation events. (a) The probability of relaxation
is calculated for each qubit within each event. As an
example, we show the decay probability of Q2 for an
example event. The probabilities pt are evaluated for
each bin of 40 measurement cycles (black). The baseline
decay probability ppre was evaluated from a single pre-
trigger bin of 1880 single-shots (gray). (b) The decay-rate
change during this event displays a rapid onset and ⇡ 6ms
timescale recovery. The initial decay-rate change, ��init

was evaluated to determine the participation of each qubit
within each event. (c) The average decay-rate change over
all events shows two distinct timescales of recovery among
the qubits. Traces are incrementally o↵set by 1µs�1. (d)
The number of qubits participating in each event was based
on thresholding the initial decay rate (��init � 1/(5µs)).
The error bars indicate counting statistics for the total in
each bin. Stacked histograms show the relative contribution
from cosmic rays (purple) and other sources (gray), as
calculated from coincidence measurements. Uncertainty
in the constructed distributions is based on the counting
statistics of coincidence events.

• Correlated errors: 1 / (100 sec) 

• Only 17% of correlated errors come from 
cosmic rays 

• Cosmic rays affect all a large number of 
qubits

Validation

L. Cardani - INFN Low Radioactivity Techniques 2024

Xue-Gang Li et al
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FIG. 3: The coincidence experiment. (a) The time series of continuously monitoring the smoothed rates of multi-qubit simultaneous charge-
parity jump (the blue line) to observe the coincidences between QPs bursts and muon events over durations of 598 s. The selected peaks
(orange dots) are identified as the QPs burst with the threshold 0.31 shown in black dashed lines. In (a), we detect 41 QPs bursts and 127
muon events (blue dots). The independent random coincidence rate is extremely low, however, 10 coincident events are identified here. (b),(c)
Time-slices of a typical coincidence event. The voltage of MDA and MDB displaying the peak simultaneously is identified as a muon event.
The red line indicates the coincidence moment. (d) The histograms of the time intervals between neighboring coincidence events for MQSCPJ
experiments. The blue and light blue bars represent all QPs bursts and coincidence events, respectively. This histogram obeys exponential
distribution and can be fitted to give the average event occurring time, respectively. (e) Similar with (a), The smoothed rates of multi-qubit
simultaneous bit fip (MQSBF) are monitored over 22399 s with a threshold of 0.18. 75 QPs bursts, 4751 muon events (not shown), and 12
coincident events are detected. Inset of (e): similar with (c), except that we only record the timestamp of the muon events. (f) Similar to (d),
The histograms of MQSBF experiments also give the average event occurring time of all QPs bursts and coincidence events. (g), (h) As for
coincidence events, by setting the muon events as the trigger events shown in red solid lines, we can obtain the average dynamic processes of
the MQSCPJ and MQSBF rates shown in blue dots. Black lines are the exponential fitted data and thus yield the recombination time (tre) with
36±3 µs and 21±2 µs, respectively. To better describe this rapid process, the length of the smoothing window used in (g) is only 2 sampling
points, while no smoothing window is used in (h).

20 ns is shown in Fig. 3b. We identify the coincidences be-
tween QPs bursts and muon events by confirming both peaks
of the events fall within the time window of 100 µs, shown
in Figs. 3b and 3c. Since the signal of the QPs burst ap-
pears wider after smoothing, this does not necessarily mean
that the QPs burst precedes the occurrence of muon events.
If the QPs bursts and muon events are completely uncorre-
lated, the probability of one coincidence within the duration
of 598 s is (41⇥127)/(598 s/100 µs) ⇡ 8.7⇥10�4 [25]. How-
ever, 10 coincident events are identified, as indicated by the
red solid lines, thus providing direct experimental evidence of
these QPs bursts being induced by the muon events. In addi-
tion, we repeat the MQSCPJ experiments and exponentially
fit the histograms of the time intervals between neighboring
events to yield the average occurrence times of 12.7± 0.4 s
for all QPs bursts, 67 ± 3 s for muon-induced QPs bursts,
shown in Fig. 3d. Taking into account the size of our qubit
chip (15mm⇥15mm), we can calculate a coincidence occur-
rence rate of 0.40±0.02 min�1cm�2. The contribution of the
carrier chip to the coincidence occurrence rate requires further
investigation.

Correlated bit-flip errors exert a more big influence on the
quantum error correction in superconducting qubits [9, 10].
Here we also perform the MQSBF experiment, and record 75
QPs bursts and 4751 muon events in a duration of 22399 s,
shown in Fig. 3e. We only capture the timestamps of muon
events to minimize data storage requirements in long-term
MQSBF experiments. As indicated by the red solid lines, 12
coincident events are also observed, whereas, the uncorrelated
hypothesis gives the probability of one coincidence within the
duration of 22399 s is 1.6⇥10�3. This again confirms that
the QPs bursts are induced by muon events. The repeated
MQSBF experiments give the average occurrence times of
386±19 s for all QPs bursts, 1500±173 s for muon-induced
QPs bursts, shown in Fig. 3f.

To resolve the dynamic behavior of the QPs bursts induced
by muon events, we designate the muon events as the trig-
ger event and average the corresponding coincident events,
as shown in Figs. 3g and 3h. To describe this fast process
in more detail, we employ a smoothing window with only 2
sampling points for the MQSCPJ experiment and avoid using
the smoothing window for the MQSBF experiment. We fit the

arXiv:2402.03208v1
arXiv:2402.04245v2
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• ICRQ (Interaction of Cosmic Rays with Qubits) project, funded by Spain (Pol Forn-Diaz)  

• Measurement of two Ge light detectors (45x45x0.3 mm) with NTD Ge thermistor 

• One chip vertical, one chip horizontal, simultaneous measurement

Validation (2)

L. Cardani - INFN Low Radioactivity Techniques 2024

From E. Bertoldo’s talk at the RISQ workshop - May 2024

https://indico.fnal.gov/event/63132/timetable/#20240531.detailed


• Effects of Radioactivity in Superconducting Qubits; 

• Sources of Radioactivity;  

• Mitigation strategies; 

• Perspectives;
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FIG. 3. E↵ect of radiation shielding on resonator
performance. Quasiparticle burst rate (�B , top) and inter-
nal quality factor at single photon drive (Qi, bottom) for all
resonators and setups. The progression of measurements is
shown by the dotted gray arrows. Measurements in the G
setup show a reduction in both burst rate (factor fifty) and
dissipation (up to a factor four). Removing the lead shielding
increases the burst rate by a factor two, and further adding
a ThO2 radioactive source increases it to more than twice
above ground values. When the sample is brought back above
ground and measured in the R setup, the reduction in burst
rate and dissipation is less marked.

4. we moved the clean set-up and all the read-out line
to cryostat located in the deep underground Labo-
ratori Nazionali del Gran Sasso (LNGS, Italy). The
3600 meter-water-equivalent of rock overburden of
LNGS allows to reduce by 6 orders of magnitude
the flux of cosmic rays;

5. we surrounded the LNGS cryostat with a ⇠10 cm
lead castle to shield it from the contaminations of
the laboratory environment;

6. we exposed the sample at LNGS to an intense ThO2

radioactive � source simulating a radioactivity level
higher than in above ground laboratories.

The rate of quasiparticles burst is reported in Figure 3.
I commented the table, which is redundant given the clear
plot.

First of all, we observe that exposing the sample to
a ThO2 � source resulted in a dramatic increase of the
quasiparticles bursts: resonators A, B and C were trig-
gering quasiparticles bursts with a rate of 160, 200 and
100mHz respectively (a typical time stamp is also re-
ported in Figure 2). The rate increase observed in this
measurement proves that the device is very sensitive to

radioactivity, also in the typical energy range of environ-
mental radioactivity (below 2.6MeV). We acquired hun-
dred of time-stamps and reported the amplitude of the
quasiparticles burst detected in one resonator as a func-
tion of the amplitude of the same quasiparticles burst
measured by another resonator (Figure 2)-bottom) fix
figure label. The correlation between these two quanti-
ties definitively proves the key role played by the sub-
strate: the larger the energy deposited in the substrate,
the larger the quasiparticles burst in all the resonators
placed on it. This sensitivity of the substrate to environ-
mental radioactivity could be detrimental for algorithms
relying on the hypothesis of uncorrelated errors among
the qubits, such as the promising Surface Codes devel-
oped in the framework of quantum error correction. In
this work we proved that the abatement of environmental
radioactivity could largely mitigate this potential issue
for quantum error correction.

The comparison of the rate of quasiparticles burst mea-
sured in KIT and in Rome shows that the cleaner set-up
operated in Rome features a lower the rate of events (Fig-
ure 3). The improvement is more evident in the mea-
surement in which we replaced silver paste with (more
radio-pure) vacuum grease. On the other hand, the vari-
ation of quasiparticles bursts is rather limited, proving
that “far” radioactive sources (cosmic rays and environ-
mental radioactivity) dominate the rate of bursts, while
the cleaning of the set-up had no major e↵ects at this
stage. On the contrary, moving the device from above
ground to the deep underground LNGS resulted in an
abatement of the rate of bursts from tens of mHz to few
mHz. Finally, adding the lead shield to protect the cryo-
stat from the environmental radioactivity resulted in a
further suppression to 2.5mHz, 2.6mHz and 1.2mHz for
resonators A, B and C respectively, proving a reduction
by one order of magnitude compared to measurements
above ground.

Furthermore, we investigated if the radioactivity
abatement impacts also the performance of the single res-
onators, in addition to the rate of quasiparticles bursts.
For this purpose, we focused on the internal quality factor
of the devices. The internal quality factor was extracted
from a fit to the complex resonant circle at di↵erent pow-
ers, following the procedure outlined in Ref ref to a paper
describing the method. For the sake of comparison, we
report in Figure 3-bottom only the results obtained with
a single photon read-out power (-140 dBm). Even if the
uncertainties on these numbers are rather large, it is clear
that the largest internal quality factor was obtained by
operating the device in the ultra-low radioactivity envi-
ronment o↵ered by LNGS. say that it’s even better than
phonon traps? maybe their combination even super bet-
ter?.

We are aware that other control experiments are
needed to state that such improvement could be entirely
ascribed to radioactivity mitigation. Nevertheless, we
excluded dominant contributions from the read-out line,
from vibration of the cryostat or temperature instabili-

L. Cardani et al, Nature Comm. 2021
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Superconducting resonators at LNGS 

Improvement of int. quality factor x 2-3

Encouraging Results

L. Cardani - INFN Low Radioactivity Techniques 2024

https://www.nature.com/articles/s41467-021-23032-z
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FIG. 3. E↵ect of radiation shielding on resonator
performance. Quasiparticle burst rate (�B , top) and inter-
nal quality factor at single photon drive (Qi, bottom) for all
resonators and setups. The progression of measurements is
shown by the dotted gray arrows. Measurements in the G
setup show a reduction in both burst rate (factor fifty) and
dissipation (up to a factor four). Removing the lead shielding
increases the burst rate by a factor two, and further adding
a ThO2 radioactive source increases it to more than twice
above ground values. When the sample is brought back above
ground and measured in the R setup, the reduction in burst
rate and dissipation is less marked.

4. we moved the clean set-up and all the read-out line
to cryostat located in the deep underground Labo-
ratori Nazionali del Gran Sasso (LNGS, Italy). The
3600 meter-water-equivalent of rock overburden of
LNGS allows to reduce by 6 orders of magnitude
the flux of cosmic rays;

5. we surrounded the LNGS cryostat with a ⇠10 cm
lead castle to shield it from the contaminations of
the laboratory environment;

6. we exposed the sample at LNGS to an intense ThO2

radioactive � source simulating a radioactivity level
higher than in above ground laboratories.

The rate of quasiparticles burst is reported in Figure 3.
I commented the table, which is redundant given the clear
plot.

First of all, we observe that exposing the sample to
a ThO2 � source resulted in a dramatic increase of the
quasiparticles bursts: resonators A, B and C were trig-
gering quasiparticles bursts with a rate of 160, 200 and
100mHz respectively (a typical time stamp is also re-
ported in Figure 2). The rate increase observed in this
measurement proves that the device is very sensitive to

radioactivity, also in the typical energy range of environ-
mental radioactivity (below 2.6MeV). We acquired hun-
dred of time-stamps and reported the amplitude of the
quasiparticles burst detected in one resonator as a func-
tion of the amplitude of the same quasiparticles burst
measured by another resonator (Figure 2)-bottom) fix
figure label. The correlation between these two quanti-
ties definitively proves the key role played by the sub-
strate: the larger the energy deposited in the substrate,
the larger the quasiparticles burst in all the resonators
placed on it. This sensitivity of the substrate to environ-
mental radioactivity could be detrimental for algorithms
relying on the hypothesis of uncorrelated errors among
the qubits, such as the promising Surface Codes devel-
oped in the framework of quantum error correction. In
this work we proved that the abatement of environmental
radioactivity could largely mitigate this potential issue
for quantum error correction.

The comparison of the rate of quasiparticles burst mea-
sured in KIT and in Rome shows that the cleaner set-up
operated in Rome features a lower the rate of events (Fig-
ure 3). The improvement is more evident in the mea-
surement in which we replaced silver paste with (more
radio-pure) vacuum grease. On the other hand, the vari-
ation of quasiparticles bursts is rather limited, proving
that “far” radioactive sources (cosmic rays and environ-
mental radioactivity) dominate the rate of bursts, while
the cleaning of the set-up had no major e↵ects at this
stage. On the contrary, moving the device from above
ground to the deep underground LNGS resulted in an
abatement of the rate of bursts from tens of mHz to few
mHz. Finally, adding the lead shield to protect the cryo-
stat from the environmental radioactivity resulted in a
further suppression to 2.5mHz, 2.6mHz and 1.2mHz for
resonators A, B and C respectively, proving a reduction
by one order of magnitude compared to measurements
above ground.

Furthermore, we investigated if the radioactivity
abatement impacts also the performance of the single res-
onators, in addition to the rate of quasiparticles bursts.
For this purpose, we focused on the internal quality factor
of the devices. The internal quality factor was extracted
from a fit to the complex resonant circle at di↵erent pow-
ers, following the procedure outlined in Ref ref to a paper
describing the method. For the sake of comparison, we
report in Figure 3-bottom only the results obtained with
a single photon read-out power (-140 dBm). Even if the
uncertainties on these numbers are rather large, it is clear
that the largest internal quality factor was obtained by
operating the device in the ultra-low radioactivity envi-
ronment o↵ered by LNGS. say that it’s even better than
phonon traps? maybe their combination even super bet-
ter?.

We are aware that other control experiments are
needed to state that such improvement could be entirely
ascribed to radioactivity mitigation. Nevertheless, we
excluded dominant contributions from the read-out line,
from vibration of the cryostat or temperature instabili-
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(gradiometric) fluxonium at LNGS: 

Tremendous improvement of frequency 
locking at the sweet spot

4

A

B

C

(a) (b)
A A

Figure 3. Fluxon dynamics measured deep-underground in LNGS. The LNGS cryostat is located under a 1.4 km granite
overburden (3.6 km water equivalent) and is additionally protected from ionizing radiation with lead shields located both inside
and outside the refrigerator. We measured a chip with three gradiometric devices (labeled A, B and C) to check correlations
between flux tunneling events. Top panels: the left-hand panels in (a) and (b) show the field dependence of device A in
two separate cooldowns demonstrating odd and even state initialization, respectively. The right-hand panels show time traces
measured at B⊥ = 0. Notice the stability of the trapped flux on timescales of days, before exposing the cryostat to a ThO2

radioactive source (red vertical line), which activates fluxon dynamics. The blue vertical line indicates source removal. The
bottom panels show measured switching dynamics between odd and even states for all devices during ThO2 exposure.

below the critical temperature Tc,grAl ≈ 2K of the grAl
film. However, the enclosed flux is now trapped in the
gradiometric loop. In case of perfectly symmetric inner
loops and zero field gradient the phase difference across
the JJ equals π, pinning the atom at the half-flux bias.
Fig. 2 (b) shows the gradiometric fluxonium after initial-
ization at the effective half-flux bias (left panel). Wide
range flux sweeps of the gradiometric device are shown
in S5. The difference in field range covered in Fig. 2 (a)
and Fig. 2 (b) illustrates the suppression of global mag-
netic field sensitivity by roughly a factor of 120 for the
gradiometric fluxonium. According to our effective cir-
cuit model, the remaining field sensitivity could be either
caused by an asymmetry of the outer loop inductances,
or by a small field gradient.

Figure 2 (c) depicts time-domain characterization of
the coherence properties of the gradiometric atom. For
the gradiometric fluxonium initialized at the effective
half-flux bias we find a Ramsey coherence time of T ⋆

2 =
0.59±0.02 µs, which is not limited by the energy relax-
ation time T1 = 10.0±0.3 µs. We measured T1 fluctu-
ations of 10% on a timescale of two hours. Notably,
the non-gradiometric fluxonium located on the same chip
exhibits similar coherence times T1 = 2.5±0.3 µs and
T ⋆
2 = 0.76±0.04 µs, which excludes the gradiometric ge-

ometry as the cause of the much smaller coherence com-
pared to previous fluxonium implementations based on
similar grAl superinductors [24]. Moreover, in both de-
vices we do not observe an improvement in coherence
around the half-flux sweet spot (see S4). While the sen-

sitivity to homogeneous fields is decreased for the gra-
diometric device, this is not the case for local flux noise,
which might even increase due to larger length of the
shunting inductance [40]. A single spin echo pulse im-
proves the coherence by almost an order of magnitude
for the gradiometric fluxonium, up to T2 = 5.3±0.3 µs,
and by factor of 3.5 for the non-gradiometric fluxonium,
up to T2 = 2.6±0.4 µs. Therefore, we conclude that Ram-
sey coherence of all devices on this chip is limited by local
and low-frequency noise of unknown origin.

The time stability of the half-flux initialization is de-
termined by fluxon escape rate, which becomes apparent
by an abrupt change of persistent current under constant
or zero magnetic field bias. To suppress fluxon dynamics
the outer loop of gradiometric devices needs to be im-
plemented using a superconducting wire with low phase
slip rate. The expected phase slip rate in our grAl su-
perinductance can be found by modeling the material as
an effective array of JJs [41]. The calculated phase-slip
rate is ∼ 10−20 Hz (see S5). In strong contrast, in all
four cooldowns in the cryostat located in Karlsruhe (not
shielded from ionizing radiation) we observe an escape
of the trapped flux once in a few hours, similar to the
phase slip rate found in conventional JJ array superin-
ductors [19]. The time evolution of the readout mode in
Fig. 2 (b) shows a detected flux escape event, manifest-
ing as a frequency jump at ≈ 85 minutes after crossing
Tc,grAl. In order to test whether these jumps are caused
by ionizing radiation [42–46] we measure three similar
gradiometric devices in the LNGS deep-underground fa-
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Figure 2. (a) Calibration of the external field using the periodicity of the non-gradiometric fluxonium spectrum. The colorplot
shows the phase of the reflection coefficient arg(S11) of the linear readout mode as a function of the external magnetic field
B⊥. The fundamental transition frequency of the fluxonium f01(Φ̄ext) crosses the readout mode several times, resulting in
repeated avoided crossings with a period B0 = 280 nT corresponding to a flux quantum Φ0 enclosed in the fluxonium loop.
(b) Left panel: gradiometric fluxonium initialized at the effective half-flux bias by cooling down in Binit = B0. Notice the
factor 120 reduced sensitivity of the gradiometric device to B⊥ in comparison to panel (a). Central panel: the time trace of
the phase response measured at B⊥ = 0. The corresponding cut is indicated in left panel by a vertical dashed line. The jump
of the frequency of the readout mode detected at ≈ 85 minutes after crossing Tc,grAl ≈ 2K corresponds to an escape of the
trapped flux. Right panel: gradiometric device after the flux escape. The direction of the avoided crossings demonstrates that
the fundamental fluxonium transition is found above (left) and below (right) the readout mode frequency in applied zero-field
B⊥ = 0. The small avoided crossings visible in the vicinity of B⊥ = 0 in the right panel correspond to two-photon transitions.
(c) Coherence of the gradiometric fluxonium after half-flux initialization: the qubit population inversion as function of time
for energy relaxation (left), Ramsey fringes (center) and Hahn-echo experiment (right). Zero inversion corresponds to the finite
population caused by thermal excitations at the fridge temperature of 20mK and other non-equilibrium processes. The black
lines indicate the numerical fit of the data (markers). Error bars in left panel show the measured standard deviation.

vices are around 1mm apart to reduce electromagnetic
interaction, the diameter of the field coil is more than
one order of magnitude larger, ensuring a homogeneous
field B⊥. For readout, both fluxonium atoms are disper-
sively coupled to dedicated readout modes by sharing a
small fraction of their loop inductance. The capacitor of
these two readout modes is designed in the form of a mi-
crowave antenna and couples them to the electric field of
a 3D copper waveguide sample holder similar to Ref. [24].

For both device geometries we derive effective lumped-
element circuit models (see Fig. 1 panels (b) and (c)).
Since the readout is implemented similarly, the capaci-
tance and inductance of the readout modes are denoted
Cr and Lr, respectively, and Ls is the shared inductance.
The non-gradiometric design has a single loop with a su-
perinductance Lq shunting the JJ (blue crossed-box sym-
bol). The gradiometric design has two shunt inductances
forming three loops: an outer loop with surface area
A = 50×150 µm2, and two inner loops with surface area
A/2. The inductance in each loop branch is denoted Li,
with the index i ∈ {1, 2, 3} indicating the corresponding
branch. The gradiometric atom can be mapped onto the

standard fluxonium circuit diagram shown in Fig. 1 (d)
using an effective flux bias Φ̄ext and an effective shunting
inductance L̄q (see S1).
The superconducting field coil is calibrated by mea-

suring the spectrum of the non-gradiometric device,
designed with the same loop area A, located on the
same substrate. Figure 2 (a) depicts the phase re-
sponse arg(S11) of the readout mode coupled to the non-
gradiometric fluxonium atom as a function of the probe
frequency fd and the external magnetic field B⊥, mea-
sured in close vicinity of the readout frequency fr =
7.445GHz. The fundamental transition frequency of the
fluxonium f01(Φ̄ext) oscillates between values below and
above the readout frequency, resulting in avoided-level-
crossings repeated with periodicity of B0 = 0.28 µT.
The gradiometric fluxonium can be initialized at

the half-flux effective bias by cooling the device down
through the metal-to-superconductor phase transition in
a static magnetic field Binit = B0 corresponding to a sin-
gle flux quantum enclosed in the outer fluxonium loop
(see S3). The magnetic field is ramped down at the base
temperature of the cryogenic refrigerator (20mK), well
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FIG. 3. E↵ect of radiation shielding on resonator
performance. Quasiparticle burst rate (�B , top) and inter-
nal quality factor at single photon drive (Qi, bottom) for all
resonators and setups. The progression of measurements is
shown by the dotted gray arrows. Measurements in the G
setup show a reduction in both burst rate (factor fifty) and
dissipation (up to a factor four). Removing the lead shielding
increases the burst rate by a factor two, and further adding
a ThO2 radioactive source increases it to more than twice
above ground values. When the sample is brought back above
ground and measured in the R setup, the reduction in burst
rate and dissipation is less marked.

4. we moved the clean set-up and all the read-out line
to cryostat located in the deep underground Labo-
ratori Nazionali del Gran Sasso (LNGS, Italy). The
3600 meter-water-equivalent of rock overburden of
LNGS allows to reduce by 6 orders of magnitude
the flux of cosmic rays;

5. we surrounded the LNGS cryostat with a ⇠10 cm
lead castle to shield it from the contaminations of
the laboratory environment;

6. we exposed the sample at LNGS to an intense ThO2

radioactive � source simulating a radioactivity level
higher than in above ground laboratories.

The rate of quasiparticles burst is reported in Figure 3.
I commented the table, which is redundant given the clear
plot.

First of all, we observe that exposing the sample to
a ThO2 � source resulted in a dramatic increase of the
quasiparticles bursts: resonators A, B and C were trig-
gering quasiparticles bursts with a rate of 160, 200 and
100mHz respectively (a typical time stamp is also re-
ported in Figure 2). The rate increase observed in this
measurement proves that the device is very sensitive to

radioactivity, also in the typical energy range of environ-
mental radioactivity (below 2.6MeV). We acquired hun-
dred of time-stamps and reported the amplitude of the
quasiparticles burst detected in one resonator as a func-
tion of the amplitude of the same quasiparticles burst
measured by another resonator (Figure 2)-bottom) fix
figure label. The correlation between these two quanti-
ties definitively proves the key role played by the sub-
strate: the larger the energy deposited in the substrate,
the larger the quasiparticles burst in all the resonators
placed on it. This sensitivity of the substrate to environ-
mental radioactivity could be detrimental for algorithms
relying on the hypothesis of uncorrelated errors among
the qubits, such as the promising Surface Codes devel-
oped in the framework of quantum error correction. In
this work we proved that the abatement of environmental
radioactivity could largely mitigate this potential issue
for quantum error correction.

The comparison of the rate of quasiparticles burst mea-
sured in KIT and in Rome shows that the cleaner set-up
operated in Rome features a lower the rate of events (Fig-
ure 3). The improvement is more evident in the mea-
surement in which we replaced silver paste with (more
radio-pure) vacuum grease. On the other hand, the vari-
ation of quasiparticles bursts is rather limited, proving
that “far” radioactive sources (cosmic rays and environ-
mental radioactivity) dominate the rate of bursts, while
the cleaning of the set-up had no major e↵ects at this
stage. On the contrary, moving the device from above
ground to the deep underground LNGS resulted in an
abatement of the rate of bursts from tens of mHz to few
mHz. Finally, adding the lead shield to protect the cryo-
stat from the environmental radioactivity resulted in a
further suppression to 2.5mHz, 2.6mHz and 1.2mHz for
resonators A, B and C respectively, proving a reduction
by one order of magnitude compared to measurements
above ground.

Furthermore, we investigated if the radioactivity
abatement impacts also the performance of the single res-
onators, in addition to the rate of quasiparticles bursts.
For this purpose, we focused on the internal quality factor
of the devices. The internal quality factor was extracted
from a fit to the complex resonant circle at di↵erent pow-
ers, following the procedure outlined in Ref ref to a paper
describing the method. For the sake of comparison, we
report in Figure 3-bottom only the results obtained with
a single photon read-out power (-140 dBm). Even if the
uncertainties on these numbers are rather large, it is clear
that the largest internal quality factor was obtained by
operating the device in the ultra-low radioactivity envi-
ronment o↵ered by LNGS. say that it’s even better than
phonon traps? maybe their combination even super bet-
ter?.

We are aware that other control experiments are
needed to state that such improvement could be entirely
ascribed to radioactivity mitigation. Nevertheless, we
excluded dominant contributions from the read-out line,
from vibration of the cryostat or temperature instabili-
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Figure 3. Fluxon dynamics measured deep-underground in LNGS. The LNGS cryostat is located under a 1.4 km granite
overburden (3.6 km water equivalent) and is additionally protected from ionizing radiation with lead shields located both inside
and outside the refrigerator. We measured a chip with three gradiometric devices (labeled A, B and C) to check correlations
between flux tunneling events. Top panels: the left-hand panels in (a) and (b) show the field dependence of device A in
two separate cooldowns demonstrating odd and even state initialization, respectively. The right-hand panels show time traces
measured at B⊥ = 0. Notice the stability of the trapped flux on timescales of days, before exposing the cryostat to a ThO2

radioactive source (red vertical line), which activates fluxon dynamics. The blue vertical line indicates source removal. The
bottom panels show measured switching dynamics between odd and even states for all devices during ThO2 exposure.

below the critical temperature Tc,grAl ≈ 2K of the grAl
film. However, the enclosed flux is now trapped in the
gradiometric loop. In case of perfectly symmetric inner
loops and zero field gradient the phase difference across
the JJ equals π, pinning the atom at the half-flux bias.
Fig. 2 (b) shows the gradiometric fluxonium after initial-
ization at the effective half-flux bias (left panel). Wide
range flux sweeps of the gradiometric device are shown
in S5. The difference in field range covered in Fig. 2 (a)
and Fig. 2 (b) illustrates the suppression of global mag-
netic field sensitivity by roughly a factor of 120 for the
gradiometric fluxonium. According to our effective cir-
cuit model, the remaining field sensitivity could be either
caused by an asymmetry of the outer loop inductances,
or by a small field gradient.

Figure 2 (c) depicts time-domain characterization of
the coherence properties of the gradiometric atom. For
the gradiometric fluxonium initialized at the effective
half-flux bias we find a Ramsey coherence time of T ⋆

2 =
0.59±0.02 µs, which is not limited by the energy relax-
ation time T1 = 10.0±0.3 µs. We measured T1 fluctu-
ations of 10% on a timescale of two hours. Notably,
the non-gradiometric fluxonium located on the same chip
exhibits similar coherence times T1 = 2.5±0.3 µs and
T ⋆
2 = 0.76±0.04 µs, which excludes the gradiometric ge-

ometry as the cause of the much smaller coherence com-
pared to previous fluxonium implementations based on
similar grAl superinductors [24]. Moreover, in both de-
vices we do not observe an improvement in coherence
around the half-flux sweet spot (see S4). While the sen-

sitivity to homogeneous fields is decreased for the gra-
diometric device, this is not the case for local flux noise,
which might even increase due to larger length of the
shunting inductance [40]. A single spin echo pulse im-
proves the coherence by almost an order of magnitude
for the gradiometric fluxonium, up to T2 = 5.3±0.3 µs,
and by factor of 3.5 for the non-gradiometric fluxonium,
up to T2 = 2.6±0.4 µs. Therefore, we conclude that Ram-
sey coherence of all devices on this chip is limited by local
and low-frequency noise of unknown origin.

The time stability of the half-flux initialization is de-
termined by fluxon escape rate, which becomes apparent
by an abrupt change of persistent current under constant
or zero magnetic field bias. To suppress fluxon dynamics
the outer loop of gradiometric devices needs to be im-
plemented using a superconducting wire with low phase
slip rate. The expected phase slip rate in our grAl su-
perinductance can be found by modeling the material as
an effective array of JJs [41]. The calculated phase-slip
rate is ∼ 10−20 Hz (see S5). In strong contrast, in all
four cooldowns in the cryostat located in Karlsruhe (not
shielded from ionizing radiation) we observe an escape
of the trapped flux once in a few hours, similar to the
phase slip rate found in conventional JJ array superin-
ductors [19]. The time evolution of the readout mode in
Fig. 2 (b) shows a detected flux escape event, manifest-
ing as a frequency jump at ≈ 85 minutes after crossing
Tc,grAl. In order to test whether these jumps are caused
by ionizing radiation [42–46] we measure three similar
gradiometric devices in the LNGS deep-underground fa-
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Figure 2. (a) Calibration of the external field using the periodicity of the non-gradiometric fluxonium spectrum. The colorplot
shows the phase of the reflection coefficient arg(S11) of the linear readout mode as a function of the external magnetic field
B⊥. The fundamental transition frequency of the fluxonium f01(Φ̄ext) crosses the readout mode several times, resulting in
repeated avoided crossings with a period B0 = 280 nT corresponding to a flux quantum Φ0 enclosed in the fluxonium loop.
(b) Left panel: gradiometric fluxonium initialized at the effective half-flux bias by cooling down in Binit = B0. Notice the
factor 120 reduced sensitivity of the gradiometric device to B⊥ in comparison to panel (a). Central panel: the time trace of
the phase response measured at B⊥ = 0. The corresponding cut is indicated in left panel by a vertical dashed line. The jump
of the frequency of the readout mode detected at ≈ 85 minutes after crossing Tc,grAl ≈ 2K corresponds to an escape of the
trapped flux. Right panel: gradiometric device after the flux escape. The direction of the avoided crossings demonstrates that
the fundamental fluxonium transition is found above (left) and below (right) the readout mode frequency in applied zero-field
B⊥ = 0. The small avoided crossings visible in the vicinity of B⊥ = 0 in the right panel correspond to two-photon transitions.
(c) Coherence of the gradiometric fluxonium after half-flux initialization: the qubit population inversion as function of time
for energy relaxation (left), Ramsey fringes (center) and Hahn-echo experiment (right). Zero inversion corresponds to the finite
population caused by thermal excitations at the fridge temperature of 20mK and other non-equilibrium processes. The black
lines indicate the numerical fit of the data (markers). Error bars in left panel show the measured standard deviation.

vices are around 1mm apart to reduce electromagnetic
interaction, the diameter of the field coil is more than
one order of magnitude larger, ensuring a homogeneous
field B⊥. For readout, both fluxonium atoms are disper-
sively coupled to dedicated readout modes by sharing a
small fraction of their loop inductance. The capacitor of
these two readout modes is designed in the form of a mi-
crowave antenna and couples them to the electric field of
a 3D copper waveguide sample holder similar to Ref. [24].

For both device geometries we derive effective lumped-
element circuit models (see Fig. 1 panels (b) and (c)).
Since the readout is implemented similarly, the capaci-
tance and inductance of the readout modes are denoted
Cr and Lr, respectively, and Ls is the shared inductance.
The non-gradiometric design has a single loop with a su-
perinductance Lq shunting the JJ (blue crossed-box sym-
bol). The gradiometric design has two shunt inductances
forming three loops: an outer loop with surface area
A = 50×150 µm2, and two inner loops with surface area
A/2. The inductance in each loop branch is denoted Li,
with the index i ∈ {1, 2, 3} indicating the corresponding
branch. The gradiometric atom can be mapped onto the

standard fluxonium circuit diagram shown in Fig. 1 (d)
using an effective flux bias Φ̄ext and an effective shunting
inductance L̄q (see S1).
The superconducting field coil is calibrated by mea-

suring the spectrum of the non-gradiometric device,
designed with the same loop area A, located on the
same substrate. Figure 2 (a) depicts the phase re-
sponse arg(S11) of the readout mode coupled to the non-
gradiometric fluxonium atom as a function of the probe
frequency fd and the external magnetic field B⊥, mea-
sured in close vicinity of the readout frequency fr =
7.445GHz. The fundamental transition frequency of the
fluxonium f01(Φ̄ext) oscillates between values below and
above the readout frequency, resulting in avoided-level-
crossings repeated with periodicity of B0 = 0.28 µT.
The gradiometric fluxonium can be initialized at

the half-flux effective bias by cooling the device down
through the metal-to-superconductor phase transition in
a static magnetic field Binit = B0 corresponding to a sin-
gle flux quantum enclosed in the outer fluxonium loop
(see S3). The magnetic field is ramped down at the base
temperature of the cryogenic refrigerator (20mK), well
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Encouraging Results
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correlated errors diminish when                 
chip measured underground @ FNAL 

Braturd et al 2024      

(gradiometric) fluxonium at LNGS: 

Tremendous improvement of frequency 
locking at the sweet spot

https://www.nature.com/articles/s41467-021-23032-z
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Is suppression of radioactivity the holy grail?

L. Cardani - INFN Low Radioactivity Techniques 2024

Not (yet)
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Less encouraging results

L. Cardani - INFN Low Radioactivity Techniques 2024

GrAl qubit already measured above ground 

Characterization at LNGS in shielded configuration w.r.t exposed to a  strong Th sources

Plots from N. Gosling (KIT)

The TLS environment is not affected by underground operation

1



Chip with 8 transmon qubits 

Operated at LNGS and at the SQMS Quantum Garage 

Counted the number of errors in a single transmon
11 Tanay Roy - Fermilab11

The Device

CPW transmission 
line

Transmons

(/4 resonators

Substrate: HEMEX Sapphire

Wafer Dia Thickness

4 inch 650 um

3 inch 550 um

2 inch 432 um

Nb layer: 160 -200 nm
Au layer: <= 10 nm
Chip: 7.5 mm x 7.5 mm

General properties

21L. Cardani - INFN Low Radioactivity Techniques 2024
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FIG. 4. Distribution of zeros in the signal region for

background runs conducted at the deep-underground

LNGS and the above-ground FNAL. At FNAL the
qubits were completely unshielded from cosmic and ambient
gamma radiation. The majority of events is due to qubit
spontaneous decay. The histograms of Q1 and Q3, which
share similar P(g) values, display comparable shapes. This
similarity is also evident between Q2 and Q4.

which feature a similar P (g), we required at least 23 zeros
(non-consecutive) in order to have a negligible rate from
qubit spontaneous decay. In contrast, for FNAL–Q2 and
FNAL–Q4, we required at least 18 zeros due to the lower
P (g). We emphasize that such a stringent requirement
discards the vast majority of the events (see Fig. 4).

Additionally, a maximum number of zeros in the pre-
trigger region is set to mitigate noisy periods. This num-
ber ranges from a minimum of 10, for datasets with
lower P (g) to a maximum of 15 for datasets with higher
P (g). The cuts on the number of zeros in the pre-trigger
and in the signal regions for all the datasets are re-
ported in Table S4 of the Supplement. Table IV sum-
marizes the results obtained from the background runs
conducted at LNGS and FNAL. The three qubits oper-
ated on the same chip at FNAL show rates ranging from
3 to 25⇥10�3 events/sec, in contrast to what we would
expect if the selected events were dominated by radioac-
tivity. In this case, indeed, the rates should have been
similar. Moreover, the rate measured in the fully shielded
facility at LNGS is comparable with the one measured at
FNAL. If the obtained values were ascribed to radioac-
tivity, the LNGS rate should have been an order of mag-
nitude smaller than the FNAL one. These results suggest
that modern transmons are primarily a↵ected by sources
of noise other than radiation, contributing significantly
to the reduction in T1 at short timescales. This fact
has also been corroborated by another recent study [38],
where cosmic rays were not identified as a major contrib-
utor to the most frequent correlated errors (among four
qubits).

Finally, we observe that the measured rates are lower
than those expected from simulations of ambient radia-
tion. This discrepancy suggests that the event selection
substantially reduces the e�ciency of radiation-induced
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FIG. 5. Distribution of zeros in the signal region

for runs with controlled radioactive sources at deep-

underground LNGS. Data were acquired by exposing the
chip to Thorium radioactive sources with increasing activ-
ity. For comparison, the distribution for the ‘background’
run without sources is also shown (light gray).

events.
To better investigate the detection e�ciency for

radiation-induced events, at LNGS, we exposed the chip
to Thorium radioactive sources with increasing activity
levels. Several commercially available Thorium rods with
known activity were inserted inside the copper shield and
outside the outer vacuum chamber of the fridge for this
study. Data were analyzed using the same protocol used
for background runs and reported in Fig. 5. It demon-
strates that exposing the chip to a controlled radioactive
source results in an excess of events with high number
of zeros in the signal region compared to the “shielded”
configuration. The rate of these events increases linearly
with the intensity of the source itself as visible in Fig. 6.
Next, we compare the triggered and simulated rates

for the various Thorium sources. The slope parame-
ter p1 of the linear fit in Fig. 6 shows that the ag-
gressive data selection leads to a detection e�ciency of
(8 ± 2)%, where the uncertainty is statistic only. The
systematic uncertainty is much larger, as the signal e�-
ciency depends on the cuts used for data selection, that

Datasets Measured Rate Radioactivity Contribution

[events/sec] [events/sec]

Shielded chip (2.9 ± 1.3)⇥10�3 (4.0 ± 0.6)⇥10�3

FNAL Q2 (3.2 ± 0.7)⇥10�3

FNAL Q3 (4.7 ± 0.9)⇥10�3 (57 ± 3)⇥10�3

FNAL Q4 (25 ± 4)⇥10�3

TABLE IV. Results from background runs conducted

at LNGS and FNAL on qubits with similar designs.

This Table shows the rates of events selected after apply-
ing cuts to minimize qubit spontaneous decay and mitigate
noise. The column “Radioactivity Contribution” reports the
radiation-induced rates at the two experimental sites pre-
dicted through Monte Carlo simulations (see Table I).

Going underground does not have a major 
impact on the performance of a single 
transmon 

Another source of particle-like events is 
dominating 

New synergy quantum/particle physics: 
EXCESS?

De Dominicis et al, 2024

Less encouraging results

https://arxiv.org/pdf/2405.18355


• Effects of Radioactivity in Superconducting Qubits; 

• Sources of Radioactivity;  

• Mitigation strategies; 

• Perspectives;
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Qubit coherence times
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original plot (up to 2012): M.H. Devoret & R.J. Schoelkopf, Science 339, 1169 (2013) 

extension (up to 2015): M. Reagor, PhD thesis (Yale)

Transmon
(Google QS)
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Advancing Quantum Science in EU: labs

L. Cardani - INFN Low Radioactivity Techniques 2024

• LNGS: partnership with SQMS center + external users 

• “Ieti" Cryostat already equipped and available  

• New Cryoplatform in construction 

• Roma ULTRA Lab: new facility with lead shielding and cryogenic muon veto 

• LSC: measurements in the CROSS fridge + installation of a fridge dedicated to qubits

The IETI Facility
The cryostat is equipped with an internal lead shielding of 3 cm below the 
3 K Flange and 3 cm of Lead below the Mixing  Chamber (MC). This lead 
is also integral part of the three-fold mechanical decoupling system.
The outside shielding can be made with 10 cm of lead surrounding the
main 300 K vacuum chamber. This shielding, even if relatively small 
compared to the standard low-radioactivity cryostats belonging to 
experiment like  CUORE and/or CRESST is sufficient to run even large
bolometers (few hundreds of grams) w/o affecting the performances of 
Energy resolution induced by pile-up.

The IETI cryostat is presently equipped with different readout lines 

- 12 electronic Channels equipped with low noise voltage preamplifiers 
(2 nV/√Hz) (R&D for CUPID experiment an rare event decays);
- 3 Magnicon SQUIDS (R&D for Cosinus Experiment).
- 8 low attenuation SMA Coax cables   from 300 K to 3K  + 8 NbTi
- Superconductive Coax from 3K  to MC ( R&D Demetra/SQMS 
for Resonators/Qubit applications)

- 48 additional twisted superconductive wires from Room Temperature 
(RT) to MC.
- A 60Co crystal for absolute thermometry calibration + a Noise Thermometer

https://ieti.sites.lngs.infn.it/
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Advancing Quantum Science in EU (2)
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• ACE-SuperQ (PI: A. Mariani, 2024–2026) 

• Develop a cryogenic muon veto with >90% efficiency and < 1% dead-time

 10 RISQ 2024 - 05/30/2024 A. Mariani | Muon tagging using Kinetic Inductance Detectors

THE MUON VETO DETECTOR - FIRST PROTOTYPE

KIDs used for the muon veto system 

Smaller KID (2x4 cm2) used as a central 
detector in our first prototype (it will be replaced 

by a superconducting quantum chip)

 11 RISQ 2024 - 05/30/2024

NEXT STEPS

A. Mariani | Muon tagging using Kinetic Inductance Detectors

1) Characterization of the muon veto detector prototypes; 
2) Optimization of the cryogenic muon veto for superconducting quantum devices;  
3) Commissioning of a high performing superconducting multi-qubit chip (lifetimes T1 ~ 100 µs) 

equipped with muon veto;  
4) Measurement of the qubits lifetimes and study of correlated errors with and without the use of the 

muon veto system. 

Credit: Valerio Pettinacci

 9 RISQ 2024 - 05/30/2024

MONTE CARLO SIMULATION

A. Mariani | Muon tagging using Kinetic Inductance Detectors

Geant4-based Monte Carlo (MC) simulation developed to study the muon veto performance and 
optimize its design.
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Muons crossing the qubit chip

Muons tagged by the veto

tagged/total = 4589/5073

RESULTS: 
• Veto efficiency:  ~90%; 
• Gamma-induced dead-time: ~0.02%.

Analog simulation performed for environmental gammas to 
determine the gamma-induced dead-time.

Al cup

Muon veto 
system

Al cup

Silicon 
chip
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Advancing Quantum Science in EU (3)
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• COLD project (funded by Italian Ministry of Education~ 800 keuro, PI: S. Di Domizio)

• Mitigate phonon propagation through traps 
(Henriques 2019, Karatsu 2019, Iaia 2022…)  

• Widely demonstrated with microwave resonators 

• First evidence with qubits using copper traps 

• COLD is investigating superconductors to replace 
copper

Resonators

Contact Information:
con-science.se

+46 (0)738 92 08 67
info@con-science.se

Highlights

 High-performance Qubits 
(T1 ~ 60μm, and Q ~ 2M).

 Including 4 fixed 
frequency Qubits and 2 
hanging Coplanar 
waveguide (CPW) 
resonators. 

 Enclosed in an 
electroplated copper box 
with 2 SMA ports.

We offer single qubits device for equipment 
and cryostat testing with world class Qubit 
performance. The device can be used to 
benchmark your quantum measurement 
system or demonstrate simple quantum 
processes such as decoherence and 
dephasing.

• Procured 4 commercial qubits chip 

• Cryogenic test of Ti deposition: done 

• Measurements planned by the end of 2024
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Advancing Particle Physics
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• Qubits are very sensitive to radioactivity 

• Can we turn this into an advantage? 

• Exposed qubits to a gamma source with increasing intensity: errors increased linearly
8
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FIG. 6. Measured rate of events for LNGS-Q1 as a

function of the rate expected from the simulation.

Data were modelled using a first-degree polynomial. The lin-
ear coe�cient p1 can be considered as the detection e�ciency.
The fit was done excluding the background data point mea-
sured in the “shielded” configuration. Uncertainties on the
triggered rates are statistical only, while uncertainties on the
expected impacts are dominated by the systematic uncertain-
ties in the simulation.

vary across the datasets because of the di↵ering T1 and
noise conditions. Therefore, this result should be consid-
ered qualitative. Correcting the predicted rate at LNGS
(4⇥10�3 event/sec) by this e�ciency results in an ex-
pected rate from radioactivity of 0.32⇥10�3 event/sec,
an order of magnitude smaller than the measured one.
This further supports the hypothesis that the measured
rates are not dominated by radiation-induced events.

Despite the low detection e�ciency, our findings indi-
cate that qubits are sensitive to laboratory gamma ra-
dioactivity, even though gamma rays deposit less energy
compared to cosmic rays [22, 34]. While the primary ob-
jective of this work was not to operate a qubit as a par-
ticle detector, it is evident that optimizing the thresh-
olds or trigger algorithms, along with employing more
refined pulse reconstruction techniques (such as matched
filter algorithms), could significantly improve detection
e�ciency.

Although we did not experimentally observe a measur-
able e↵ect of environmental radiation-induced errors, we
can utilize the simulated rates to provide an upper esti-
mate for the relevant timescales at which radiation would
start to a↵ect quantum computation through information
loss occurring on individual qubits. The probability to
have at least one event in a time window �T is given by
Pimpact = 1� e�r·�T, where r is the rate of impacts. Us-
ing the simulated rates, for environmental radioactivity
we find that in a non-shielded laboratory setting a quan-
tum computation would be a↵ected by radioactivity less
than 0.1% (1%) times if the computation is completed
within approx 17ms (170ms). Note that the computa-
tion may include multiple runs of an algorithm and not
necessarily require to be a single run lasting for �T. At
a fully shielded environment like LNGS, due to a much

FIG. 7. Relationship between available computational

time and radiation rate for di↵erent error probability

tolerance. The contours show fixed error probability lines as
a function of available computational time �T and the rate
of impacts r. The purple (cyan) vertical line with shaded
area show the simulated rate for maximally shielded (LGNS)
versus non-shielded. The horizontal green area (�T < 1 ms)
highlight the lifetimes of modern transmon qubits. The error
rates in this regime is less than 10�4 making radiation an
insignificant contributor.

lower expected rate, we have instead Pimpact < 0.1% (1%)
if �T . 250ms (2.5 s). The available computation pe-
riod increases if a higher error probability is tolerated.
Figure 7 shows available computational time as a func-
tion of radiation impact rates around values estimated
for the two cases. The contour lines show various con-
stant error rates and the horizontal green shaded area
(< 1 ms) represents the T1 times of contemporary trans-
mon qubits. In this regime, radiation causes error with
a minuscule Pimpact < 10�4. In other words, when a cal-
culation is repeated > 104 times, one result will be cor-
rupted due to radiation. Most of the modern algorithms
running on quantum hardware like variational quantum
eigensolver or quantum approximate optimization take
less than a millisecond for a single iteration and require
a large number of repetitions (⇠ O(104)). Therefore,
we can safely conclude that radiation has a negligible
e↵ect on modern transmon-based quantum computing
platforms even if error correction fails due to an impact.

• With rudimental algorithms for data 
reconstruction, efficiency of ~10% 

• Large room for improvement 

• Qubit design 

• Qubit operation 

• Analysis algorithms

De Dominicis et al, 2024 WE WELCOME NEW COLLABORATORS!

https://arxiv.org/pdf/2405.18355


Thanks for the attention
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The quantum community is working also on “on-chip” mitigation strategies 

• On-chip mitigation strategies: 

• Phonon traps (Henriques 2019, Karatsu 2019. De Visser 2021, Patel 2017, Iaia 
2022…)  

• Gap engineering (Yamamoto 2006, Catalan 2022, McEwan 2024,… ) 

• Structures around the qubit (Martinis 2021,  …) 

• Qubit on different dices (Gold 2021, …) 

• Algortithms (Chubb 2021, Xu 2022, Sane 2023, Fowler 2023, Baireuther 2023, …)

Other Interesting Works

L. Cardani - INFN Low Radioactivity Techniques 2024



Since ~2017 intense “cross-pollination” between the community of qubits and of particle physics: 
now we speak the same language :) 

Intense effort in modelling/measuring the effects of radioactivity on qubits 

Li et al: arXiv: 2402.04245 (23 feb 2024)-> direct measurements of μ in qubits 

McEwen et al: arXiv:2402.15644 (23 feb 2024) -> gap engineering to protect qubits 

Yelton et al: arXiv:2402.15471 (23 feb 2024) -> G4CMP modeling of phonon-QP poisoning 

Harrington et al: arXiv: 2402.03208 (5 feb 2024) -> synchronous measurements of μ in qubits 

Thorback et al, PRX Quantum 4, 020356 2023 -> effects of radioactivity on TLS 

And many others (phonon traps, …)

29L. Cardani - INFN Low Radioactivity Techniques 2024

Other Interesting Works


